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1 Description of the Evaluated NPR

Algorithms

Li and Wand’s method [8] treats styles as textures,

and forces the synthesised image and the reference

style image to have the same Markovian texture

statistics. Non-parametric sampling is first used to

capture patches from the style image; patch matching

and blending are then used to transfer the style to

the synthesised image. For portrait stylisation, they

include an additional content constraint that minimises

the L2 distance between the CNN encoding of the

portrait photo and the synthesised image.

Berger et al. [1] mimic the style of specific artists’

line-drawings in a data-driven manner. Sample

drawings of artists are collected and their statistics are

analysed. Then, given a new portrait photograph and

an artist style, the algorithm first creates a contour

image by using a variant of the XDoG method [18].

Using the detected facial features, the face geometry

is modified to follow the specific artist’s geometric

style. Lastly, the face contours are drawn using strokes

from the artist’s stroke database following the artist’s

drawing statistics.

Yi et al. [19] proposed APDrawingGAN, a

hierarchical system of generative adversarial networks

(GANs) that transforms face photographs into high-

quality artistic portrait drawings. Since artists usually

use different drawing styles for different facial regions,

this hierarchical GAN model combines a global network

(for fusing local parts) and six local networks (for

individual facial regions). Finally, to train this model,

a novel line-promoting distance transform loss was

proposed to capture the fact that an artist’s drawing

is usually not perfectly aligned with image features.

Rosin and Lai’s algorithm [10] first stylises the image

with abstracted regions of flat colours plus black and

white lines [7], then fits a partial face model to the

input image and attempts to detect the skin region.

Shading and line rendering is stylised in the skin region,

and in addition, the face model helps inform portrait-

specific enhancements: reducing line clutter; improving

eye detail; colouring the lips and teeth; and inserting

synthesised highlights. It is straightforward to modify

this pipeline to render, in place of this “puppet” style,

a more abstracted version, inspired by the artist Julian

Opie.

Note that some subsequent modifications have been

made to the published description of the algorithm.

The first change was introduced, and described in [13],

to better cope with different ethnicities. The portraits

are first classified as containing dark or light skin, which

then selected a slight variation in the pipeline. In the

original version of the algorithm [10] the three classes of

pixels in HSI space have their intensity values quantised

to {0,200,255}. However, subsequently it was found

that dark skin is better rendered if the mean intensity

value for each class was used instead. Previously [13]

the determination of dark versus light skin was done

by testing whether the mean intensity of a central

region in the face lies below the mid intensity range

value (128). This has been replaced in this paper by

applying a threshold of 5 to the individual typology

angle (ITA) [17] calculated from the facial region.

Another change is that orientation of the cylinder used

to provide the shading effect for the puppet style is

estimated more accurately; see [12].

Winnemöller et al.’s XDoG filter [18] can be

conceptualised as the weighted sum of a blurred
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source image and a scaled difference-of-Gaussians

(DoG) response of the same image, effectively applying

unsharp masking to the DoG response. Combined

with subsequent soft thresholding, this computationally

simple filter allows a wide range of stylistic and artistic

effects, including cartoon shading, black-and-white

thresholding, and charcoal shading. If required, local

modification of filter parameters, according to facial

features, would be trivial to implement.

Rosin and Lai [12] create an engraving style rendering

of an image using a dither matrix, which is a spatially-

varying threshold. The dither matrix has been designed

so that it generates a pattern of black and white lines

forming cross hatching. The method is enhanced by

using a simple cylindrical model of the face to warp the

dither matrix so that the lines curve around the face,

providing a pseudo-3D effect.

Son et al. [16] proposes a novel method for hedcut,

where the varying sizes of dots and hatching lines are

regularly spaced along the local feature orientations.

A smooth grid curved along the feature vector field,

named the structure grid, is synthesized to contain the

tangential and normal distances to the nearest grid

intersection at each pixel. Given a structure grid, the

appropriate positions and attributes of primitives are

determined via rapid pixel-based primitive rendering.

The method works well for human faces even though it

is not specially designed for portraits.

Semmo et al.’s [15] oil paint filter is based on non-

linear image smoothing to obtain painterly looks with

a soft color blending. The method uses Gaussian-

based filter kernels that are aligned to the main feature

contours of an image for structure-adaptive filtering.

By using the construct of the smoothed structure

tensor and principles of line integral convolution

to synthesize paint textures in real-time, the filter

responses are locally controllable. In particular, the

level of abstraction can be easily adjusted by interactive

painting or could be based on facial feature masks.

Doyle et al.’s [3] pebble mosaic stylisation process

begins with a superpixel segmentation of the image,

guided by an orientation field derived from the

structure tensor. Each superpixel is converted into a

pebble by first smoothing the exterior boundary and

then computing a height field for the tile interior,

determined by harmonic interpolation between the tile

boundary and an interior contour placed at a set height.

The resulting 3D geometry can be conventionally

rendered and textured, using a tile color that is the

average color of the pixels within the image segment.

Rosin and Lai [11] use a filter based approach

to generate a watercolour stylisation. In order to

achieve the multiple characteristics of watercolour

– namely brightening, abstraction, edge darkening,

wobbling, granulation, glazing, pigment and paper

variations – they employ various steps such as

smoothing, morphological opening and closing,

contrast-limited local histogram equalisation, edge

detection, overlay blend, local geometric distortion,

superpixel segmentation, and level of detail masks

controlled by face detection and saliency masks.

2 Full Results of 11 NPR Algorithms

Figures 1–11 show the results of applying the 11

NPR algorithms to the full NPRportrait1.0 benchmark

dataset, while in figures 12–22 the results are shown

ranked as described in Experiment 2.

3 Examples of some Additional

Stylisations

Figure 23 shows some further examples, covering a

wide range of stylisations, on two images from level 1

of the NPRportrait1.0 benchmark. All the algorithms

are general, i.e. not portrait-specific.
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Level 1

Level 2

Level 3

Fig. 1 NPRportrait1.0 benchmark stylised using neural style transfer: Li and Wand [8]
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Fig. 2 NPRportrait1.0 benchmark stylised by the artistic sketch method: Berger et al. [1]
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Level 1

Level 2

Level 3

Fig. 3 NPRportrait1.0 benchmark stylised by APDrawingGAN: Yi et al. [19]

Level 1

Level 2

Level 3

Fig. 4 NPRportrait1.0 benchmark stylised as puppets: Rosin and Lai [10]
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Level 1

Level 2

Level 3

Fig. 5 NPRportrait1.0 benchmark stylised by XDoG: Winnemöller et al. [18]

Level 1

Level 2

Level 3

Fig. 6 NPRportrait1.0 benchmark stylised as engravings: Rosin and Lai [12]
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Level 1

Level 2

Level 3

Fig. 7 NPRportrait1.0 benchmark stylised as hedcuts: Son et al. [16]

Level 1

Level 2

Level 3

Fig. 8 NPRportrait1.0 benchmark stylised as oil paintings: Semmo et al. [15]
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Level 1

Level 2

Level 3

Fig. 9 NPRportrait1.0 benchmark stylised in the Julian Opie style: Rosin and Lai [10]

Level 1

Level 2

Level 3

Fig. 10 NPRportrait1.0 benchmark stylised as pebble mosaics: Doyle et al. [3]
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Level 1

Level 2

Level 3

Fig. 11 NPRportrait1.0 benchmark stylised as watercolours: Rosin and Lai [11]

Fig. 12 Images from NPRportrait1.0 benchmark stylised using neural style transfer: Chuan and Wand [8] and ranked according

to Experiment2.
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Fig. 13 Images from NPRportrait1.0 benchmark stylised by the artistic sketch method: Berger et al. [1] and ranked according to

Experiment2.

Fig. 14 Images from NPRportrait1.0 benchmark stylised by APDrawingGAN: Yi et al. [19] and ranked according to Experiment2.

Fig. 15 Images from NPRportrait1.0 benchmark stylised as puppets: Rosin and Lai [10] and ranked according to Experiment2.
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Fig. 16 Images from NPRportrait1.0 benchmark stylised by XDoG: Winnemöller et al. [18] and ranked according to Experiment2.

Fig. 17 Images from NPRportrait1.0 benchmark stylised as engravings: Rosin and Lai [12] and ranked according to Experiment2.

Fig. 18 Images from NPRportrait1.0 benchmark stylised as hedcuts: Son et al. [16] and ranked according to Experiment2.
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Fig. 19 Images from NPRportrait1.0 benchmark stylised as oil paintings: Semmo et al. [15] and ranked according to Experiment2.

Fig. 20 Images from NPRportrait1.0 benchmark stylised in the Julian Opie style: Rosin and Lai [10] and ranked according to

Experiment2.

Fig. 21 Images from NPRportrait1.0 benchmark stylised as pebble mosaics: Doyle et al. [3] and ranked according to Experiment2.

14



NPRportrait 1.0: A three-level benchmark for non-photorealistic rendering of portraits [Electronic supplementary material] 15

Fig. 22 Images from NPRportrait1.0 benchmark stylised as watercolours: Rosin and Lai [11] and ranked according to Experiment2.
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(a) (b)

(c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m)

(n) (o) (p) (q) (r)

(s) (t) (u) (v) (w) (x)

Fig. 23 Additional stylisations. (a) & (b) source images from

level 1, (c) & (d) circular scribble art [2], (e)–(h) structured

abstraction [4], (i) & (j) 3-tone, 3 level pyramid, line and region-

based stylization [9], (k) & (l) as previous example, but with

parallelogram region stylization [9], (m) & (n) line drawing

overlaid on simplified and diffused colour image [9], (o) &

(p) hatching effect using XDoG [18], (q) & (r) cartoon effect

using XDoG [18], (s) & (t) stippling with coloured, overlapping

stipples [14], (u) & (v) neural style transfer [6], (w) & (x) pebble

mosaic [5].
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